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Summary

Quantum computers are hanging over the security of our information like a sword of Damocles: We do not know when or even if quantum computers will become a reality — but once they arrive, they will break confidentiality, privacy, and authenticity of our modern communication. It will no longer be possible to trust digital certificates and signatures and it will no longer be possible to exchange secret keys for data encryption using current cryptographic primitives like RSA, ECC, DH, DSA, and so on. However, there is hope: The cryptographic community is working on post-quantum cryptography in order to provide alternatives using hard mathematical problems that cannot be broken by quantum computers. There is a zoo of alternative cryptographic primitives and protocols that are under investigation and standardization bodies like NIST and ETSI are starting processes to standardize post-quantum algorithms.

Yet, many challenges remain open, for example:

- Which schemes do we trust?
- Which metrics can we use in order to quantify the security of cryptographic schemes against quantum computers?
- What parameters do we choose in order to balance security and usability?
- How can we improve the efficiency of post-quantum schemes?
- How can we achieve efficient implementations of post-quantum schemes?
- How do we achieve secure implementations of post-quantum schemes?
- How can we migrate from current cryptography to post-quantum schemes?
- How can we agilely update products in the field?
- How do we make current systems compatible to post-quantum schemes?
- How do we inform industry, politics, and the public about quantum computing and post-quantum cryptography?
- What schemes and what parameters should we standardize?
- What is the impact of legislation and regulation?

Academic research in this area is mainly focusing on theoretical aspects of post-quantum cryptography while industry requires specific recommendations of cryptographic schemes, secure parameters, and implementations. This white paper gives an overview on the state-of-the-art in post-quantum cryptography in order to facilitate and motivate the conversation between academia, industry, and governments.
1 Introduction

Within the last three decades, digital communication has become a fundamental technology for modern society all around the globe. Its applications reach from human-to-human communication in telephony, mobile communication, email, and online chat via human-to-machine communication in Internet Commerce, online banking, telemedicine, and Industry 4.0 to machine-to-machine communication in aviation, automotive technology, and the Internet of things. These applications rely on the security of the communication, for example on its authenticity, privacy, and integrity. These security goals are achieved by the use of cryptography. The most important cryptographic primitives used today are:

- AES for symmetric encryption,
- RSA and ECC for public-key encryption,
- DSA and ECDSA for signatures,
- DH and ECDH for key exchange, and
- SHA-1, SHA-2, or SHA-3 for hashing.

These schemes are standardized by various entities, e.g., NIST, ISO, IETF, and BSI. They are considered secure against powerful attacks with conventional computing systems when secure parameters are used.

Cryptographic schemes rely on the assumption that certain mathematical or computational problems are hard to solve for an attacker. Many of the cryptographic primitives that we use today are based on the assumption that the integer-factorization problem and the discrete-logarithm problem are hard to solve. This assumption has proven reliable over the recent decades — in case traditional computing systems are used. However, in the mid-1980s, David Deutsch introduced the idea of using the laws of quantum physics for building a new type of computing systems [23], the quantum computer.

A classical computer performs operations on bits that can be in one of the two states “1” or “0” (also called “true” or “false”, “high” or “low”, “on” or “off”). A quantum computer performs operations on qubits that can be in the state “1” or “0” or in infinitely many superposition states of “1” and “0”. At the end of a quantum computation, the qubits are measured. This forces qubits that are in superposition to snap into one of the two states “1” or “0” with a certain probability depending on their superposition state (see Figure 1.1).

The infinitely large space of superposition states during computation and the entanglement of qubits allows quantum computers to solve certain classes of
Figure 1.1: Representation of a qubit using a Bloch sphere. The state $S$ of the qubit can be any point on the sphere. When the qubit is measured in respect to the $z$-axis, the state collapses to either "1" (red arrow) or to "0" (green arrow). The probability of the result depends on the latitude of the state.

Problems much faster than classical computers. In particular, hard problems used in today’s cryptography suddenly become feasible when a quantum computer is used. There are two fundamental algorithms of quantum computing that have an impact on the strength of cryptographic schemes:

**Grover’s algorithm** for quantum computers gives a square-root speedup on search problems [33]. This improves brute-force algorithms that check every possible key. The square-root factor halves the exponent of the time complexity. This means, that for example a brute-force attack on AES-128 with a cost of at most $2^{128}$ AES-operations on a classical computing system can be finished with about $2^{64}$ AES-operations on a quantum computer [32]. The impact of Grover’s algorithm can practically be averted by doubling security parameters. Doubling the key length of AES from 128-bit (AES-128) to 256-bit (AES-256) gives a cost of at least $2^{128}$ operations on a quantum computer and therefore is considered secure. Grover’s algorithm also has an impact on the security of hash functions. It improves exhaustive search for preimages by a square-root factor [4] and exhaustive search for collisions by at most a cube-root factor [13, 7]. For example, computing a preimage for SHA-256 (SHA-2 with 256-bit has values) has a cost of at least $\sqrt[2]{2^{256}} = 2^{128}$ operations on a quantum computer; computing a collision for SHA-256 has a cost of at least $\sqrt[3]{2^{256}} \approx 2^{85.3}$ operations.

Similar to AES and hash functions, the other cryptographic primitives listed above can be protected against Grover’s algorithm by increasing their security parameters. Nevertheless, apart from AES and hash functions, they all are based on the hardness of either the integer factorization problem or the discrete-logarithm problem in a finite group. These mathematical problems are believed to be computationally hard; no efficient algorithm for solving these problems on classical computing systems is publicly known today. However, the second algorithm
for quantum computers has an even more critical impact on the hardness these problems and thus on all cryptographic systems based on these computational problems.

**Shor's algorithm** solves integer factorization and discrete logarithms in polynomial time on a quantum computer [54, 55]. More generally, Shor's algorithm efficiently solves the hidden-subgroup problem for finite Abelian groups [39]. This directly breaks cryptographic primitives that are based on integer factorization, e.g., RSA, and the discrete-logarithm problem, e.g., Diffie-Hellman and ECC. The impact of Shor's algorithm cannot practically be mitigated by increasing the security parameters of the affected primitives, because the computational complexity of a quantum-computer attack using Shor's algorithm is similar to the computational complexity of using RSA and ECC. Choosing the security parameters large enough to defend against attacks by quantum computers makes using RSA and ECC itself infeasible.

Therefore, the only cryptographic primitives listed above that are able to withstand attacks by quantum computers are AES and hash functions with sufficiently large security parameters. All commonly used asymmetric primitives are going to be broken by quantum computers using Shor's algorithm. However, we are not unprepared: There are alternatives for the threatened primitives.

One way to protect data against quantum computers is to use quantum technology itself in a constructive way. There are schemes for quantum key distribution (QKD) that rely on quantum physics as opposed to mathematics. However, this does not make QKD schemes naturally secure against hacking [41]; they require defenses against physical attacks. An inherent problem of QKD is its requirement of a pre-shared secret for mutual authentication. Providing pairwise pre-shared secrets for a large number of communication endpoints in advance is infeasible for many applications. Furthermore, these schemes typically require point-to-point fiber-optic connections or line-of-sight in order to transmit photons from sender to receiver. Therefore, they are not compatible with the existing communication infrastructure and they do not scale to a communication network of the size of the Internet. They are also not useful for mobile communication, e.g., mobile phones, car-to-x communication, and wireless sensor networks.

A more practical solution therefore is to use different cryptographic schemes that rely on hard problems that cannot be solved efficiently on quantum computers. Cryptographic algorithms that are assumed to be secure against attacks by quantum computers are called *post-quantum cryptography*. Post-quantum cryptography is designed to replace the existing cryptographic primitives and is compatible with existing computing devices and communication systems. Currently, the cryptographic community is discussing several families of primitives for post-quantum cryptography. Each family relies on a different mathematical problem that is believed to be hard to solve even when the attacker has access to a quantum computer. The cryptographic community is investigating which of the proposed approaches is the most efficient and provides the best protection for
data and information. However, only few of the proposed alternative schemes are already sufficiently mature for standardization and deployment.

Currently it is not yet foreseeable when sufficiently large and efficient quantum computers will be operational. It is not even guaranteed that all technical problems in the construction of quantum computers can be solved. However, physicists are quite optimistic that the technical problems eventually will be solved. Depending on the data that needs to be protected, it might not be sufficient to wait with the deployment of post-quantum cryptography until quantum computers actually are operational. Internet packets or encrypted data can be recorded or stolen today and stored until technology has advanced and is able to break the encryption. Therefore, data with high security requirements must be securely transmitted and stored as soon as possible. Furthermore, past has shown how slowly new cryptographic primitives are deployed and how slowly insecure primitives vanish. New standards of post-quantum secure cryptographic schemes are required as soon as possible. In 2016, NIST started standardization efforts with the intention to standardize quantum-secure algorithms (i.e., cryptographic algorithms that withstand attacks by quantum computers) within the next ten years [18].

Already today, the long-term threat by quantum computers must be considered for industrial appliances and products that will be deployed for a long time. Automotive technologies that are currently under development will reach the market within the next two to five years and will be in use for fifteen years and longer. Therefore, technology development and product life span may cover twenty to thirty years. Industrial appliances of Industry 4.0 have a similar life span. The longer the development and deployment of long-term, post-quantum secure technology takes, the higher is the risk that products and appliances will be vulnerable in the far future.

Industry is beginning to show an interest in using and commercialising post-quantum cryptography. For example, Google experimentally deployed the post-quantum key-exchange scheme NewHope for some connections between the Chrome browser and Google servers [12]. Intel Labs is doing research on integrating post-quantum cryptography into their products and their production process, e.g., for secure communication with chip-production facilities [14]. The post-quantum public-key schemes NTRUEncrypt and NTRUSign were commercially developed in the 1990s and are now licensed by the company Security Innovation1. Some companies are offering products that are advertised as post-quantum secure, e.g., PQ Solutions Limited2 and InfoSec Global3. Other companies are offering software libraries, solutions, and consulting for post-quantum cryptography, e.g., evolutionQ Inc.4, ISARA Corporation5, and CryptoExperts6. This shows that post-quantum cryptography has left the academic realm and reached practical application for securing critical information.

---

1www.securityinnovation.com
2www.post-quantum.com
3www.infosecglobal.com
4www.evolutionq.com
5www.isara.com
6www.cryptexperts.com
2 Challenges

There is a number of challenges that need to be solved in order to enable post-quantum cryptography for practical application:

**Trust.** Traditionally, trust in cryptographic schemes has grown over time: The longer no crucial attacks have been found against a scheme, the more a scheme is trusted. Some post-quantum schemes have been around for a while, are well trusted, and considered sufficiently mature for deployment. Other schemes are fairly young. If we want to deploy recently developed post-quantum schemes within the next five to ten years, we do not have time to “age” their trust. Instead, newly invented cryptographic schemes require thorough security analysis and security proofs that inspire trust without a long waiting period.

**Metrics.** The security metric for cryptographic schemes in respect to classical attacks is relatively well understood: the security parameters must be chosen such that the best known attack has a cost well above a certain computational threshold. However, neither the cost of the best known attack nor the threshold are fixed. Better attacks that reduce the computational cost and faster computing systems that raise the threshold are being developed. Consequently, the security parameters need to be updated from time to time. Post-quantum cryptography must follow a similar approach in respect to classical attacks. For some schemes, there is still a lot of development in the efficiency of classical attacks: the best known attacks improve rapidly. However, post-quantum schemes also require security metrics for attacks using quantum computers. The efficiency of quantum computations is not yet well understood. There is no large quantum computer available for practical analysis of quantum attacks. Therefore, all estimations on the security of post-quantum schemes against quantum computers are purely theoretical. This implies two problems: If the power of quantum computers is underestimated, security parameters might be too weak and schemes will be broken once quantum computers arrive. If the power of quantum computers is overestimated, security parameters are chosen too strong which reduces the usability and efficiency of the schemes and hinders their wide-spread deployment. Therefore, finding a precise metric for the security of cryptographic schemes against quantum computers is crucial.

**Parameters.** Given a precise security metric, we need to specify security parameters for the post-quantum schemes. Currently, many publications are focusing on security parameters that are secure against classical attacks, because this facilitates comparison with classical cryptographic schemes like RSA and ECC and because the security metrics against classical attacks are well understood. However,
the main benefit of post-quantum schemes is their resistance against quantum-computer attacks. Therefore, we require post-quantum secure parameters for post-quantum schemes.

**Efficient Schemes.** Different post-quantum schemes have different resource requirements. However, currently not many schemes have competitive efficiency compared to classical cryptographic schemes. Therefore, we need improvements for the post-quantum schemes in order to reduce their resource requirements. There is ongoing research on how to reduce key-sizes and computational cost of post-quantum schemes. However, attempts to reduce resource requirements for example by introducing some redundant structure often resulted in a loss of security. The price for long-term secure post-quantum cryptography likely is higher cost in computation, storage, and communication demand.

**Efficient Implementations.** Despite ongoing efforts to reduce the resource requirements of post-quantum schemes, highly optimized implementations of post-quantum schemes will be required. In particular embedded and passively powered devices require efficient hardware implementations in order to reduce power demand and computation time. Nevertheless, some low-cost or legacy devices will not provide a sufficient amount of resources for post-quantum cryptography and investments in more powerful hardware will be required.

**Secure Implementations.** Implementing post-quantum algorithms in a secure manner poses new challenges. Side-channel cryptanalysis, fault injection attacks, and physical cryptanalysis have become powerful threats to classical cryptographic implementations. Similar attacks need to be considered for the implementation of post-quantum schemes. Post-quantum schemes might expose further attack vectors that need to be anticipated and secured. This research requires experts for both post-quantum cryptography and hardware security.

**Migration.** Existing systems need to be migrated to post-quantum security. Therefore, software implementations require secure update mechanisms. Fixed hardware implementations e.g., smart cards or security tokens will need to be replaced. During the transition time, while the security of post-quantum schemes has not yet been fully verified, a hybrid approach using both classical and post-quantum cryptography will be required: By using both classical and post-quantum schemes together, one can achieve high security even in case the post-quantum scheme might turn out to be insecure. Google has been using this approach in their experimental deployment of the post-quantum scheme NewHope [12].

**Agility.** Not all cryptographic primitives need to be replaced by post-quantum primitives right away. For example, authentication does not yet need to be post-quantum secure before quantum computers are built — an attacker cannot retro-actively break authentication that was performed in the past. However, ephemeral key exchange and symmetric encryption must be secure against quantum computers long time before attacks are using quantum computers — otherwise, an attacker is able to break into previously recorded communication. Certificates and digital signatures that expire in the far future must be secure
against attacks using quantum computers. If signatures are not post-quantum secure yet, they must be renewed with post-quantum schemes before quantum computers are available. Therefore, whenever a secure post-quantum scheme is not yet required or available, applications must use agile protocols and update mechanisms that allow to upgrade to post-quantum primitives once they become available and before quantum computers are available.

**Compatibility.** Some post-quantum schemes have additional requirements for their execution environment that are different from classical schemes. For example, the signature scheme XMSS is *stateful*, i.e., an internal state needs to be stored between the computation of consecutive signatures. This state must not be lost and also must not return to an earlier state. This breaks interoperability with backup strategies that are designed to preserve older copies of data but do not guarantee that the most recent changes can be recovered. Using stateful signature schemes requires an adaptation of the data backup procedure; in the worst case a loss of the private signature key is preferable over returning to an old state because re-using the signature state might enable an attacker to forge valid signatures using only publicly available information. In general, the interoperability of post-quantum schemes with existing security infrastructures needs to be investigated.

**Education.** There are many misconceptions about the power of quantum computers in the public. Often quantum computers are falsely believed to provide instantaneous solutions to arbitrary computational problems. This is not the case; the actual power of quantum computers is limited to very specific algorithms and they provide improvements only to a limited number of applications. Coincidentally, cryptanalysis is one of these applications and the impact on the field of secure communication is severe. In order to draw the correct conclusions for development, management, regulations, and funding, the public in general and in particular managers, engineers, and politicians need to be informed about the impact of quantum computing and the solutions provided by cryptography.

**Standardization.** In 2016, the National Institute for Standards and Technology (NIST) in the US started a standardization process for post-quantum cryptography [46]. Also the European Telecommunications Standards Institute (ETSI) is working on the standardization of “quantum-safe” cryptography [28]. The standardization process depends on the input of academia and industry in order to achieve secure and usable standards.

**Legislation and Regulation.** There are national and international laws and regulations on qualified digital signatures (e.g., SigG in Germany), protection of private information (e.g., EU data protection rules), and the security of network and information systems (e.g., NIS Directive). These laws do not specify which specific technical procedures, cryptographic schemes, or parameters must be implemented but dictate that the goal of data protection must be achieved. Therefore, entities that process private data or offer qualified signatures are required by law to protect against state-of-the-art attacks. This will eventually also apply to attacks using quantum computers and appropriate protection mechanisms against quantum computers will become mandatory.
3 Families of Post-Quantum Schemes

The cryptographic community is discussing five different families of post-quantum cryptography, namely:

- code-based cryptography,
- lattice-based cryptography,
- hash-based cryptography,
- multivariate cryptography, and
- supersingular elliptic-curve isogeny cryptography.

Each of these families is based on different mathematical problems that are hard to solve both with traditional computers as well as quantum computers. They differ in efficiency, e.g., in the size of public and private keys, sizes of cipher texts and key-exchange messages, and computational cost, their maturity, and the amount of trust in their strength.

Efficiency of post-quantum schemes is important because it determines how well the schemes can be used on current and future devices, in particular on devices with few resources or limited network bandwidth like embedded and handheld devices. In general post-quantum schemes require more resources compared to traditional cryptography, in particular ECC. Therefore, security against quantum-computer attacks comes at a cost.

Some post-quantum schemes have been known and investigated for many years. For example code-based [43] and hash-based [44] schemes were introduced at the end of the 1970s. Therefore, code-based and hash-based cryptography is well understood and trusted. Multivariate cryptography developed over the 1980s [42] and its underlying mathematical problem is well understood as well. However, constructing an efficient public-key cryptosystem based on multivariate cryptography is challenging and only few multivariate public-key schemes are considered secure. Lattice-based schemes were introduced in the end of the 1990s [1]. Recently there have been advances in classical cryptanalysis of hash-based schemes. Therefore, the understanding and trust in lattice-based schemes is growing rapidly. Cryptography based on elliptic-curve isogenies was proposed in 2006 [52] and refined using supersingular curves in 2011 [38]. This approach has some distinct features that are interesting for the implementation of efficient key-exchange protocols. However, it is the most juvenile family of post-quantum cryptography and not yet deeply understood and not considered ready for practical application.
3 Families of Post-Quantum Schemes

\[
\begin{align*}
\vec{m} &= 01101100 \\
\vec{c} &= 10011001001 \\
\vec{r} &= 10010001011
\end{align*}
\]

\[\vec{m} = 01101100\]

\[\vec{c} = 10011001001\]

\[\vec{r} = 10010001011\]

**Figure 3.1:** Example for error correction on an unreliable channel. The error-correcting code enables the receiver to correct a certain number of bit-errors during decoding.

### 3.1 Code-based cryptography

The basic idea of code-based public-key encryption is to use error-correcting codes in order to hide the contents of a message during transmission. Traditionally, error-correction codes are used to detect and correct bit errors when messages are transmitted over an unreliable channel. The code can be chosen to fulfill the requirements of the channel; in particular the number \( t \) of correctable bit errors can be determined.

First, the message \( \vec{m} \) is converted into a code word \( \vec{c} \) of the respective code (see Figure 3.1). This adds redundancy, i.e., the code word is longer than the message. Then \( \vec{c} \) is transmitted over the channel. During transmission several bits of \( \vec{c} \) might be flipped, the receiver does not receive \( \vec{c} \) but \( \vec{r} = \vec{c} \oplus \vec{e} \) where \( \vec{e} \) is an error vector of some weight \( w \) (\( w \) bits in \( \vec{e} \) are 1, the other bits are 0). Now, the receiver maps \( \vec{r} \) to the closest code word \( \vec{c}' \) in the code. If the number of errors in \( \vec{r} \) is smaller than the number of errors that can be corrected, i.e., \( w \leq t \), then \( \vec{c}' \) is equal to the original code word \( \vec{c} \) (otherwise decoding fails). Finally, the receiver applies the inverse of the encoding operation to \( \vec{c}' \) and obtains the original message \( \vec{m} \). However, decoding arbitrary (random) codes is computationally hard and can be infeasible depending on the code parameters. Nevertheless, there are specific codes for which efficient decoding algorithms are known. Therefore, in practice only such codes are used that have efficient decoding algorithms.

The main security assumption of code-based cryptography is the hardness of decoding a random linear code [49]. Even when taking quantum computers into account, only exponential-time algorithms are known. The first code-based public-key cryptosystem was proposed by McEliece in 1978 [43]. This scheme has not been fundamentally broken since, although the original parameters from 1978 are not considered secure anymore.

Instead of correcting errors of an unreliable channel, for the McEliece scheme we now assume to have a reliable channel and we deliberately add an error in order to protect the contents of a message against an eavesdropper. The public key of the receiver is a generator matrix \( G_{\text{pub}} \) of his code. The sender encrypts the message \( \vec{m} \) by converting it into a code word and by adding a secret error vector \( \vec{e} \) of weight \( t \):

\[
\vec{c} = \vec{m}G_{\text{pub}} \oplus \vec{e}.
\]
The receiver decodes the “corrupted” code word \( \vec{c} \) and obtains \( \vec{m} \). Now, to make this cryptosystem secure, the attacker must not be able to distinguish the code from a random code. The public generator matrix \( G^{\text{pub}} \) must be “scrambled” in order to hide the secret structure of the code such that it does not give the attacker any information that allows him to use an efficient decoding algorithm in order to decode \( \vec{c} \). The McEliece public-key cryptosystem describes how to compute \( G^{\text{pub}} \) in such a way while still allowing the owner of the private key to decode messages efficiently [43].

The main problem of the McEliece cryptosystem is the size of the keys. McEliece is using binary Goppa codes and requires key sizes of about 4MB in order to achieve post-quantum security. An alternative to McEliece is a variant due to Niederreiter [47]. Niederreiter gives some improvements to encryption and decryption cost and requires smaller public-key sizes. Furthermore, Niederreiter introduced a trick that can be used to further reduce the size of public keys in code-based schemes, e.g., to about 1MB for both McEliece and Niederreiter cryptosystems using Goppa codes [10].

Niederreiter uses a slightly different approach than McEliece in order to construct a public-key system. The basic idea is not to add a random error to the codeword before transmission but to encode the plain text as error, i.e., as a weight-\( t \) bit string. Instead of a generator matrix \( G^{\text{pub}} \), a parity-check matrix \( H^{\text{pub}} \) is used as public key. The sender encodes the plain text as a bit string \( \vec{e} \) with weight \( w \) and computes the syndrome

\[
\vec{s} = H^{\text{pub}} \vec{e}^T.
\]

The receiver uses a syndrome-decoding algorithm to recover the original error vector \( \vec{e} \). Again, the public parity check matrix \( H^{\text{pub}} \) must be “scrambled” such that the underlying secret structure is not revealed to an attacker [47].

This process is particularly suitable when sender and receiver want to share a random bit string, e.g., as key for symmetric encryption. In this case, the sender simply generates a random bit string with weight \( w \) and transmits it to the receiver as described. Then both the sender and the receiver hash the bit string in order to obtain a shared secret key for symmetric encryption.

The cryptographic community has strong confidence in the McEliece cryptosystem and in Niederreiter’s cryptosystem using Goppa codes. The main problem of code-bases systems is the huge size of the public key. There have been several attempts to reduce key sizes by using different codes that have some “compressible” redundant structure in the public key (e.g., quasi-cyclic moderate parity check codes (QC-MDPC) [45]); however, in many cases, this structure has led to efficient classical (i.e. non-quantum) attacks on the cryptosystems.

Apart from public-key cryptosystems, there are also signature schemes [22], hash functions [5], and random-number generators [31] based on code-based cryptography.
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3.2 Lattice-based cryptography

The underlying hard problem for lattice-based cryptography is the shortest vector problem: it is computationally hard to find the shortest vector in a high-dimensional lattice. The basic idea for constructing public-key encryption schemes using lattices is to use a well-formed high-dimensional lattice base \( s \) as secret private key and a scrambled version \( p \) of this base as public key (see Figure 3.2). For encryption, the sender of a message maps the message to a point \( \vec{m} \) in the lattice using the public scrambled base. Then, the sender adds a random error to the lattice point such that the resulting point \( \vec{c} \) is still closer to the original point \( \vec{m} \) than to any other point in the lattice. This distorted point \( \vec{c} \) is the cipher text which is sent to the receiver. Since the receiver is in possession of the secret, well-formed basis \( s \) of the lattice, he can recover the original lattice point \( \vec{m} \) (the lattice point that is closest to the distorted cipher point) with low computational effort and obtain the original message.

The basic assumption for the security of this scheme is that an attacker who is not in possession of the well-formed base but only of the public scrambled base needs to spend an infeasible amount of computation in order to decipher the message. Finding a closest lattice point using the scrambled base (closest vector problem, CVP) and recomputing the well-formed base from the scrambled base (shortest vector problem, SVP) is believed to be computationally hard even for quantum computers. Other lattice-based schemes are based on the more general “learning with errors” (LWE) problem, which is closely related to coding theory and has security reductions to variants of SVP.
NTRUEncrypt is a commercial public-key encryption scheme based on lattices. The scheme has been patented by the company NTRU Cryptosystems which was acquired by Security Innovation in 2009. Security Innovation released the NTRUEncrypt patents into public domain in March 2017. The initial parameters have been proven insecure; current presumably secure parameters require public key sizes of about 1.5 kB to 2.0 kB (for 256-bit classical security). The cipher text has the same length as the public key. Recent improvements to NTRUEncrypt are based on the Ring-LWE problem [56].

Closely related to NTRUEncrypt is the signature scheme NTRUSign. The original version of NTRUSign was broken, but there exist improved versions that prevent known attacks. Further lattice-based signature schemes are, e.g., BLISS [27], GLP [34], and TESLA [2]. However, the security of lattice-based schemes against quantum-computer attacks is not yet well-understood. Therefore, often there are no specific parameter recommendations for these signature schemes for post-quantum security. These schemes are quite juvenile and their security is under investigation (e.g., [15]).

Besides public-key encryption and signature schemes, there are key-exchange protocols that make use of the LWE problem. A prominent example is the protocol NewHope [3] that has been experimentally adopted by Google [12]. Unlike the classical Diffie-Hellman (DH) protocol, NewHope is not symmetric and needs two rounds for key agreement; it is rather based on public-key encryption, using a new key for each key exchange. Similar to the DH protocol, NewHope does not include authentication which needs to be achieved by other means. The rationale behind this design decision is to achieve long-term security of sensitive data for low cost. Breaking today’s long-term public keys in the future, e.g., by using a quantum computer, does not break the privacy of the communication if a secure ephemeral key exchange protocol is used. By switching to post-quantum ephemeral key exchange now, an attacker in the future does not learn encryption keys even if he breaks long-term authentication keys. Therefore, combining a post-quantum ephemeral key exchange with a classical authentication scheme provides a cost-efficient, long-term secure authenticated key exchange for the interim period until all cryptographic primitives have been transitioned to post-quantum secure schemes.
3.3 Hash-based cryptography

The approach of hash-based cryptography is conceptually different from code-based and lattice-based cryptography. Hash functions are one-way functions that map bit-strings of an arbitrary length to relatively short, fixed-length bit-strings called hash values. There are three properties that are required for a cryptographic hash function:

1. **Preimage resistance**: It must be hard to compute a preimage of a hash value, i.e., a bit string that once hashed results in a given hash value.
2. **Second preimage resistance**: Given a bit string, it must be hard to find a different bit string that has the same hash value.
3. **Collision resistance**: It must be hard to find two arbitrary bit strings that have the same hash value.

Grover’s algorithm gives at most the usual square-root speedup on brute-force preimage computations [4]. The best known classical algorithms for computing hash collisions are based on the birthday paradox and give a square-root speedup over brute-force search [48]. Grover’s algorithm improves upon this speed-up and gives at most a cube-root speedup on brute-force collision search [13] — but the impact of this improvement is under dispute [7]. Hash functions are not affected by Shor’s polynomial-time quantum algorithm. Therefore, hash functions are good candidates for the construction of post-quantum schemes. However, since by definition it is not computationally feasible to compute the inverse of a hash function, it is not known how to construct public-key encryption schemes using hash functions. Nevertheless, it is possible to construct signature schemes using only hash functions as building blocks.

As a basic example for the functionality of hash-based signatures consider the following scenario using a hash function $h$: Alice wants to sign a single-bit message. She creates a private signature key by randomly choosing two bit strings $r_0$ and $r_1$. She computes her public key as $\{s_0 = h(r_0), s_1 = h(r_1)\}$ and publishes $\{s_0, s_1\}$. Bob receives the public key and verifies that $\{s_0, s_1\}$ belongs to Alice. Eventually, when Alice wants to sign a one-bit message $m \in \{0, 1\}$, she publishes $r_m$ together with the message. For example, let 1 encode “true” and 0 encode “false”. For signing the message “true”, Alice publishes $r_1$. Bob can easily verify the signature by computing $h(r_1)$ and comparing it to the public key element $s_1$. The signature must be from Alice since only she knew the preimage $r_1$ of $s_1$ and since it is computationally infeasible for an attacker to compute a preimage from $s_1$. However, this example describes a one time signature scheme: Alice can no longer use this private key since publishing the other value from her private key would reveal all private information to the public, Bob could no longer distinguish whether Alice or somebody else signed subsequent messages. Another obvious drawback of this basic scheme is the extremely limited length of the messages.
Figure 3.3: Example for a many-time signature scheme for single-bit messages. The public key of Alice is the root $t_{0,0}$ of the tree. The first component of the private key $(r_{0,0}, r_{0,1})$ has already been used and must not be used again. For signing the next message “false”, Alice publishes the private key component $r_{1,0}$ of her second private key pair and the verification path $\{h_{1,1}, h_{2,0}, t_{1,1}\}$. Bob can verify the message “false” by first hashing $r_{1,0}$ in order to obtain $h_{1,0}$. Now, he can follow the verification path by computing $t_{2,1} = \text{hash}(h_{1,0}, h_{1,1})$ and $t_{1,0} = \text{hash}(t_{2,0}, t_{2,1})$ until he reaches the public key $t_{0,0} = \text{hash}(t_{1,0}, t_{1,1})$. Since only Alice knows all secret $r$-values, only she can have initially computed her public key $t_{0,0}$. For signature schemes that allow to sign longer messages than just single-bit messages, the private key values can be replaced by hash chains.

More elaborate hash-based signature schemes allow to perform more than one signature by using tree structures (see Figure 3.3) and an arbitrary message length by using hash chains. The total amount of possible signatures is typically limited and specified by a parameter for the scheme; in general, the signature size increases if more signatures for the same public key are required.

Hash-based signature schemes are considered very mature and have very reliable security estimates. The hash-based signature scheme XMSS [16] is currently in the standardization process by the IETF for use in Internet protocols [17]. A potential disadvantage of XMSS is its statefulness: In order to avoid re-usage of private key material, a state needs to be maintained that marks what parts of the private key already have been used and which parts are still available. For some applications, this might introduce additional cost. Also backup strategies might cause problems for state-based schemes because it is not secure to fall back to an old key state in case of data loss.

There are hash-based signature schemes that avoid maintaining a key state. A recent example is SPHINCS [9]. The price of stateless schemes compared to stateful schemes are larger signature sizes. The size of the public key for both stateless and stateful schemes is relatively small, typically about 64 bytes. The signature size of stateful schemes is in the range of 2-3 kB, the signature size of stateless schemes is about 40 kB.
3 Families of Post-Quantum Schemes

\[
\begin{align*}
    x_0x_3 + x_2x_3 + x_0 + 1 &= 0 \\
    x_0x_1 + x_2x_3 + x_2 + 1 &= 0 \\
    x_0x_1 + x_0x_3 + x_0 + x_1 + 1 &= 0 \\
    x_1x_2 + x_2x_3 + x_3 &= 0
\end{align*}
\]

**Figure 3.4:** Example for a multivariate polynomial system of four equations in four variables \(x_0, \ldots, x_3\) (i.e., multivariate) of maximum degree two (i.e., quadratic) over \(\mathbb{F}_2\). This particular quadratic system is small and therefore easy to solve. A solution of this system is \(x_0 = 1, x_1 = 0, x_2 = 1, x_3 = 0\).

### 3.4 Multivariate cryptography

Multivariate cryptography is based on the hardness of the \(\mathcal{MQ}\)-problem. Solving multivariate quadratic systems of equations over finite fields is NP-hard: As opposed to linear systems, there is no efficient algorithm for solving random multivariate polynomial systems. Figure 3.4 shows an example for a small multivariate polynomial system. The hardness of solving a specific system depends on the size of the underlying finite field, the number of variables, and the degree of the system. Nevertheless, if the number of equations and variables is sufficiently large, even systems of quadratic equations over \(\mathbb{F}_2\) (degree two, smallest finite field) are hard to solve.

Classically, multivariate polynomial systems can be solved using different algorithms. In a brute-force search, all possible values for the variables are tested until the correct solution is found. This requires an exponential amount of time depending on the number of variables [11]. An asymptotically more efficient approach is to solve the system numerically; there are several algorithms with different properties, e.g., the \(F_4/F_5\) family [29, 30] and algorithms based on extended linearization (XL) [19]. When taking quantum computers into account, Grover’s algorithm gives only the usual square-root speedup on exhaustive search [53].

For constructing an asymmetric public-key system, the public key itself is a set of multivariate quadratic polynomials and the private key often is the knowledge of a trapdoor that allows to efficiently solve the multivariate system. Usually the trapdoor is constructed by computing the public key \(\mathcal{P}\) of \(m\) polynomials in \(n\) variables as the composition of two affine maps \(T\) and \(S\) and one quadratic map \(Q\) which is chosen such that it can be easily inverted [26], so \(\mathcal{P} = T \circ Q \circ S\). For signing a message \(z\), Alice computes signature \(w\) by computing \(z' = \text{hash}(z)\), \(y = T^{-1}(z')\), \(x = Q^{-1}(y)\), and \(w = S^{-1}(x)\). Bob can simply verify the signature using the public key \(\mathcal{P}\) of Alice by checking that \(\text{hash}(z) = \mathcal{P}(w)\). The public key \(\mathcal{P}\) must be constructed in such a way that an attacker is not able to invert the system. However, the composition of matrices \(T\), \(Q\), and \(S\) is not necessarily a hard instance of the \(\mathcal{MQ}\)-problem. Therefore, several compositions that were proposed have been broken. Nevertheless, there are constructions that are believed to be strong.
This construction allows to use under-defined systems for signature schemes, i.e., systems with more variables than equations. The equation system composed of $z$ and $P$ may have more than one solution. Any of these solutions is a valid signature. The confidence in multivariate signature schemes is quite high. For example, there is a consensus that the HFEv- signature scheme $[50, 40]$ can be considered secure. The disadvantage of HFEv- is its relatively large public key $[51]$. Research on parameters that are post-quantum secure is still ongoing. Under the assumption that systems of 200–256 variables over $\mathbb{F}_2$ (or systems of similar entropy over larger fields) are required to withstand attacks by quantum computers, the size of the public key is between 500kB and 1MB. Other examples for promising multivariate signature schemes are Rainbow $[25]$ and MQDSS $[36]$.

There are attempts to reduce the key sizes by using systems in fewer variables but of higher degree and over much larger fields. However, the security of such systems is not well understood. A second approach is to use sparse systems in order to compress the public key. However, the sparsity usually leads to a loss in security; construction of secure sparse systems is an open research question $[26, \text{Sec. 6.1}]$.

The situation looks different for public-key encryption schemes: Here the resulting equation system must have only one solution, otherwise the cipher text cannot be uniquely decrypted. In order to achieve this for arbitrary inputs, the system must be over-defined, i.e., the public key $P$ must have more polynomials than variables. Many constructions for public-key encryption that have been proposed were broken quickly because the trapdoor could not effectively be hidden from an attacker. Currently, there are not many multivariate public-key encryption schemes that are considered secure. An example is the PMI-plus public-key encryption system $[24]$. PMI-plus is secure against known attack strategies but it is considered to be too premature for confidence in its security. Building a strong, efficient, and secure multivariate encryption scheme is an open challenge.

Constructions based on random multivariate systems can also be used for pseudo random-number generators, cryptographic hash functions, and symmetric encryption. For example, the symmetric block cipher QUAD $[6]$ is using $m + n$ quadratic polynomials with $n$ variables over $\mathbb{F}_2$. These polynomials are not secret. QUAD uses a state that is initialized with a secret $n$-bit key. In each iteration, the equations are evaluated at the state vector. The result of the first $m$ polynomials is appended to the key stream, the state is updated with the result of the last $n$ polynomials. Iteratively, this allows to compute a key stream of arbitrary length. This key stream is xored on the data stream. The disadvantage of QUAD is its low efficiency compared to AES.
3.5 Supersingular elliptic-curve isogeny cryptography

Classical elliptic-curve cryptography (ECC) works on points on specific elliptic curves: operations like addition and scalar multiplication are performed on points and also the exchanged data structures in cryptographic protocols are coordinates of points. However, instead of computing on points of an elliptic curve, one can also define operations between different elliptic curves. Operations that map a curve onto another curve have different properties. Maps with certain properties are called isogenies.

Using isogenies between elliptic curves for building cryptographic schemes is a relatively new approach compared to the schemes described in the previous sections. Public-key cryptosystems based on isogenies were introduced in 2006 by Rostovtsev and Stolbunov [52, 57]. A major drawback of the scheme was the long computation time required for encryption and decryption. Even worse, in 2010 Childs, Jao and Soukharev found a subexponential quantum computer attack on this scheme [20].

In 2011 Jao and De Feo extended the idea of using isogenies on ordinary elliptic curves to supersingular elliptic curves [38]. Due to the special structure of supersingular elliptic curves, the Childs/Jao/Soukharev attack does not work. Furthermore, the efficiency of encryption and decryption is greatly improved. However, due to the novelty of cryptographic schemes based on isogenies of supersingular elliptic curves, there is not yet great confidence in these schemes. Therefore, they are currently not consensually considered as candidates for post-quantum public-key encryption.

Nevertheless, due to their symmetric nature, schemes based on isogenies on supersingular elliptic curves have a very similar structure to classical DH and ECDH schemes. In particular, isogenies are the only post-quantum approach that enables a Diffie-Hellman like key exchange, the supersingular isogeny Diffie-Hellman (SIDH) key exchange. There are SIDH implementations with very competitive performance and small message sizes for the key exchange [21]. If indeed supersingular elliptic-curve isogenies prove to be secure against classical as well as quantum-computer attacks, they are very interesting candidates for post-quantum cryptography.
4 Comparison of Post-Quantum Schemes

The different families of post-quantum schemes vary heavily in their resource requirements. Figure 4.1 shows a comparison of key and message sizes of selected post-quantum schemes. Post-quantum schemes in general require larger public keys and larger signature/cipher text/message sizes than classical schemes. However, this cost is the price for schemes that are secure against attacks using quantum computers. RSA, ECC, and DH are not an option in scenarios that are taking quantum computers into account.

In many cases, the attempt to reduce the resource requirements by introducing additional structure into the schemes resulted in successful attacks. Therefore, for some schemes, a reduction of the public-key size or the data storage/transmission requirements might not be possible.

**Signatures.** Arguably the most trusted public-key signature schemes are hash-based schemes. They require small public keys of 64–1,056 bytes which is in the range of classical RSA and ECC signatures. However, the size of hash-based signatures is 2.5–41 kB which is much larger than the sizes of classical signatures. Multivariate-based schemes are still under investigation. They require public-key sizes of 500 kB to 1 MB which is much larger than classical schemes but they have very small signature sizes.

**Public-key encryption.** There is strong confidence in the McEliece and Niederreiter encryption schemes (using Goppa codes). The size of their public keys is about 1 MB and therefore very large compared to classical schemes. The size of the cipher text (used, e.g., for key encapsulation) is only around 190 bytes which is in the range of classical schemes. Lattice-based schemes are also quite mature but probably less trusted compared to code-based schemes. The NTRUEncrypt scheme for example requires 1.5–2.0 kB for both keys and cipher text.

**Key-exchange.** Key-exchange schemes can easily be constructed from public-key encryption schemes by generating and transmitting new keys for each session. Specific key-exchange schemes provide better performance in respect to key-generation time and bandwidth demand. The fairly recent lattice-based key-exchange scheme NewHope requires to send network packages of about 2 kB compared to only 32–64 bytes for classical ECDH. The supersingular-isogeny scheme SIDH requires only 564 bytes and therefore is much closer to classical schemes. However, this scheme is very young and not well trusted.
<table>
<thead>
<tr>
<th>Scheme</th>
<th>Public key size</th>
<th>Data size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(bytes)</td>
<td>(bytes)</td>
</tr>
<tr>
<td>Public-key signatures:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Hash based:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>– XMSS (stateful)</td>
<td>[17]</td>
<td>64</td>
</tr>
<tr>
<td>– SPHINCS (state free)</td>
<td>[9]</td>
<td>1,056</td>
</tr>
<tr>
<td>• Multivariate based:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>– HFEv-*</td>
<td>[51]</td>
<td>500,000 – 1,000,000</td>
</tr>
<tr>
<td>Public-key encryption:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Code based:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>– McEliece</td>
<td>[10]</td>
<td>958,482 – 1,046,739</td>
</tr>
<tr>
<td>• Lattice based:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>– NTRUEncrypt</td>
<td>[35, 37]</td>
<td>1,495 – 2,062</td>
</tr>
<tr>
<td>Key exchange:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Lattice based:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>– NewHope</td>
<td>[3]</td>
<td>—</td>
</tr>
<tr>
<td>• Supersingular isogenies:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>– SIDH</td>
<td>[21]</td>
<td>—</td>
</tr>
<tr>
<td>Classical schemes:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• RSA:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>– RSA-2048</td>
<td></td>
<td>256</td>
</tr>
<tr>
<td>– RSA-4096</td>
<td></td>
<td>512</td>
</tr>
<tr>
<td>• ECC:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>– 256-bit</td>
<td></td>
<td>32</td>
</tr>
<tr>
<td>– 512-bit</td>
<td></td>
<td>64</td>
</tr>
<tr>
<td>• Key exchange:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>– DH</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>– ECDH</td>
<td></td>
<td>—</td>
</tr>
</tbody>
</table>

* Values using field $\mathbb{F}_2$ and parameter $n$ (number of variables) between 200 and 256.

**Figure 4.1:** Sizes of public keys and transmitted data (signature, cipher text, or key-exchange message respectively) for several post-quantum schemes in comparison to some classical schemes.
5 Conclusion

Within the last three decades, the theoretical idea of building universal quantum computers has led to successful practical experiments and to solutions of fundamental technical problems for the construction of quantum computers. We still do not know when or even if large and reliable quantum computers can be built — but neither can we be sure that building practical quantum computers is impossible. Therefore, we must take the threat of quantum computers against information security sincere and we must prepare the transition to post-quantum cryptography ahead of time to be ready in case quantum computers become a reality.

Post-quantum cryptography is aiming to provide cryptographic primitives that are secure against attacks using quantum computers. It is using mathematical problems that are believed to be hard to solve by both classical and quantum computers. Several post-quantum schemes are well understood and are considered strong candidates for standardization and practical application.

Important tasks in order to widely deploy quantum-secure schemes are:

- **Standardization**: Standardization bodies, e.g., NIST, IETF, and ETSI, have started to standardize post-quantum cryptography. The standardization process requires feedback on the strength, efficiency, security, and practical applicability of post-quantum schemes.

- **Implementation**: Industry requires efficient and secure software implementations of (standardized) post-quantum schemes that provide compatible interfaces with current software and that are compatible with current hardware. Furthermore, new hardware devices, e.g., smart cards, security tokens, hardware security modules (HSMs), and cryptographic coprocessors need to be developed that implement post-quantum cryptography.

- **Testing**: Software and hardware implementations of post-quantum secure schemes must be tested: Theoretically secure cryptographic schemes could be broken due to faulty implementations. Implementations need to be checked for and secured against side-channel attacks.

- **Education**: Industry, politics, and the public need to be informed about the exact computational powers of quantum computers and about the existence of and need for post-quantum cryptography. Aside from cryptanalysis, quantum computers have many positive practical applications in physics, biology, chemistry, and so on, but there are many myths about quantum computers that need to be dissolved.
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